
A Phase-based Approach for Caption Detection
in Videos

Shu Wen, Yonghong Song, Yuanlin Zhang, Yu Yu

Institute of Artificial Intelligence and Robotics, Xi’an Jiaotong University,
No.28, Xianning West Road, Xi’an, Shaanxi, P.R. China

Abstract. The captions in videos are closely related to the video con-
tents, so the research of automatic caption detection contributes to video
contents analysis and content-based retrieval. In this paper, a novel
phase-based static caption detection approach is proposed. Our phase-
based algorithm consists of two processes: candidate caption region de-
tection and candidate caption region refinement. Firstly, the candidate
caption regions are extracted from the caption saliency map, which is
mainly generated by phase-only Fourier synthesis. Secondly, the candi-
date regions are refined by text region shape features. The comparison
experimental results with existing methods show a better performance
of our proposed approach.

1 Introduction

With the rapid development of the Internet and video web sites (like YouTube),
more and more digital videos are available for public to search and share. Most
of the existing video databases are text-based, which are manually tagged with
keywords associated with their contents for conveniently retrieval, and this man-
ual work are laborious and subjective. However, the content-based video retrieval
analyzes the video contents rather than the manually tags, and it is more efficient
and objective. The caption is the textual version of video contents (like dialog
and subtitle, etc.) to help viewers to follow, and because of its close relationship
with the video contents, the research of automatic caption detection contributes
to video contents analysis and content-based retrieval.

Automatic caption detection from videos is a challenging work [1]. Most of
the recent related works can be classified into four kinds [2]: edge-based, texture-
based, corner-based and stroke-based. The edge-based approach [3–6] extracts
the candidate caption regions from the edge map, which is often straightfor-
ward and fast, but more false alarms in nontext regions with intensive edges.
The texture-based method [7, 8] takes the text as a kind of special texture, and
uses different texture descriptors and machine learning techniques to classify
text and nontext. But it is time-consuming and training data-dependent. The
corner-based approach [9] is inspired by the observation that the distribution of
the corner points in text regions is dense and orderly. In literature [9], a fixed
threshold is used to binarize the Harris response map to get the corner points of
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the text regions. But for various kinds of videos, a fixed threshold is improper.
The stroke-based method [2] is based on “two-side edges” feature of charac-
ter stroke. A stroke-like edge filter and video temporal feature are combined to
detect the caption in literature [2].

In this paper, a novel phase-based static caption detection approach is pro-
posed. From Oppenheim’s previous work [10], the phase-only image (normalize
the magnitude without changing phase, which is called phase-only Fourier syn-
thesis) and magnitude-only image (zero the phase without changing magnitude,
which is called magnitude-only Fourier synthesis) represents the different infor-
mation of an image. The phase-only image, which captures the edge information,
is the foundation of image reconstruction. And it has been used in different con-
texts and applications [11, 12]. As shown in Fig. 1, the captions are much more
salient than the background (nontext regions) in the phase-only image, so the
phase-only Fourier synthesis can be applied in caption detection research.

Fig. 1. The Phase-only Image and Magnitude-only Image Represents Different Infor-
mation of An Image. (a) a video frame with caption, (b) magnitude-only image (after
histogram equalization for better visualization), (c) phase-only image.

Our proposed phase-based method mainly consists of two steps. In the first
step, the caption saliency map is generated by phase-only Fourier synthesis based
on the three features (edge-strong, salience and edge-intensive, detailed in Sec-
tion 2.1) of caption region. Suppose that there are only two classes, text and
nontext regions, in the caption saliency map, and the difference between them is
significant. Then the candidate caption regions are extracted from the saliency
map by simply clustering or binarization because of the obvious difference be-
tween the two regions. In the second step, the false positive regions (nontext
regions) among the candidate caption regions can be refined by several text
shape features.

The rest of this paper is organized as follows. In Section 2, the phase-based
caption detection algorithm is presented, and the comparison experiments with
two existing methods [6, 9] are shown and analyzed in Section 3. Finally, conclu-
sions and future work are discussed in Section 4.
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2 The Proposed Phase-based Caption Detection
Algorithm

The proposed algorithm mainly consists of two processes: candidate caption
region detection and candidate caption region refinement, and the flowchart of
our algorithm is illustrated in Fig. 2.

Fig. 2. Flowchart of the Proposed Caption Detection Algorithm.

2.1 Candidate Caption Region Detection

Text region in a video frame always has three following features [3, 4, 9].

1. Edge-strong
Text or characters are composed by strokes, which are edge-strong, so the
text regions are edge-strong.

2. Salience
The function of text is to deliver message, so the text regions are always high
contrast against the background, some kind of saliency, to absorb attention.

3. Edge-intensive
Characters do not appear alone but together with other characters, so the
text regions, which are composed by edge-strong characters, are edge-intensive.

The caption saliency map generated by our proposed approach is following
the three features mentioned above.

A. Caption Saliency Map Generation. The caption saliency map is gener-
ated by phase-only Fourier synthesis and Gaussian lowpass filter. After graying,
the gray image is applied the Discrete Fourier Transform (DFT, Eq. 1),

F (u, v) = DFT (f(x, y))

= R(u, v) + jI(u, v).
(1)

Where j=
√
−1, f(x, y) is the input gray image, and F(u, v) is the DFT of the

f(x, y). R(u, v) and I(u, v) are real and imaginary part of F(u, v) respectively.
After the DFT, the image is transformed from spatial domain into frequency

domain. Keep the spectral phase and normalize the spectral magnitude. Then
apply a Gaussian lowpass filter on the normalized spectral magnitude. At last, do
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the Inverse Discrete Fourier Transform (IDFT) on Gaussian filtered phase-only
frequency spectrogram, and the caption saliency map is generated (Eq. 2),

Pcaption(u, v) = arctan (I(u, v)/R(u, v)),

Mcaption(u, v) = 1×G(u, v),

Fcaption(u, v) = Mcaption(u, v)× ejPcaption(u,v),

fcaption(x, y) = IDFT (Fcaption(u, v)).

(2)

Where Pcaption(u, v) is the phase of the caption saliency map, which equals to
the phase of the F (u, v). Mcaption(u, v) is the magnitude of the caption saliency
map, which equals to Gaussian filtered normalized magnitude. G(u, v) is a Gaus-
sian lowpass filter, and Fcaption(u, v) is Gaussian filtered phase-only frequency
spectrogram. fcaption(x, y) is the caption saliency map, which is the IDFT of
Fcaption(u, v).

Fig. 3. Phase-only Image and Caption Saliency Map. (a) input image, (b) phase-only
image, (c) caption saliency map.

Comparing with the phase-only Fourier synthesis, our approach applies an
additional Gaussian filter on the normalized spectral magnitude. After filtering,
the spatial pixel contains its Gaussian weighted neighboring information, and
this process has many advantages as follows,
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1. Because the text regions are edge-intensive, the characters are enhanced by
their neighboring characters;

2. Because the nontext is not so edge-intensive as the text, the nontext regions
are weaken by their neighboring low response regions;

3. Some noise in the phase-only image are removed.

As shown in Fig. 3, the text regions have a significantly higher response in
the caption saliency map (Fig. 3(c)) than the phase-only image (Fig. 3(b)), and
the differences between text and nontext are more obvious in the saliency map.
So the candidate caption regions are extracted from the caption saliency map
instead of the phase-only image in the following step. For convenient process,
the saliency map is mapped to 0-255.

B. Candidate Caption Region Extraction. Use K-means to classify the
caption saliency map into two clusters with the center C1 and C2. The larger
center (Larger Center) between C1 and C2 indicates the text, and the smaller
one (Smaller Center) indicates the nontext. If the distance between the two
centers is large (Eq. 3), the text exists. If not, the text does not exist.

Smaller Center ≤ dist× Larger Center, dist ∈ (0, 1). (3)

Because K-means is a relatively time-consuming algorithm, it is not suitable
for real-time caption detection. A fast adaptive binarization method OTSU [13]
can replace K-means because of the significant difference between the two re-
gions. The pixels greater than the threshold of OTSU belong to the text region,
and the others belong to the nontext region.

Fig. 4. Caption Region Extraction. (a) using K-means, (b) using OTSU.

Fig. 4(a) and Fig. 4(b) are the caption extraction results of Fig. 3 using
K-means and OTSU respectively. The results of these two methods are almost
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the same, that’s because the differences between text and nontext are obvious
in the saliency map. The computing speed of OTSU is much faster (detailed in
Section 3.2). But for the nontext frames, K-means gives a lower misclassification
rate (detailed in Section 3.1).

Fig. 5. After Morphological Operation.

At last, the morphological operation is used to remove small false alarms,
and fill the holes (Fig. 5).

2.2 Candidate Caption Region Refinement

Among the candidate caption regions, there are still some false alarms. The
following four text region shape features [6, 9] are used in the refinement,

1. Area (Ra): Ra is the area of the candidate region, and equals to the amount
of “One” pixels of the region. For better visualization, the area of the caption
regions is always large, so the region with a small Ra is removed.

2. Saturation (Rs): Rs equals to Ra divided by Rb (Eq. 4), and Rb is the area of
the bounding box of the corresponding candidate region. The caption region
is often a nearly rectangle shape, so the Ra is close to Rb, and the Rs of
caption region is close to 1.

Rs = Ra/Rb. (4)

3. Orientation (Ro): Ro is defined as the angle between the x-axis and the major
axis of the ellipse that has the same second-moments as the region. Because
the caption region is often a horizontal or vertical bar, the |Ro| of caption
region approximately equals to 0 degree or 90 degree.

4. Edge Density (Re): Re equals to Edge divided by Ra (Eq. 5), and the Edge
is the sum of the binary Sobel edge map within the corresponding region. Be-
cause the caption region is edge-strong and edge-intensive, the Re of caption
region is always high, and the region with a small Re is removed.

Re = Edge/Ra. (5)

After the refinement, nontext regions can be removed from the candidate
regions effectively, while the text regions are kept (Fig. 6).

It is clear that our proposed algorithm is language-independent and can be
applied in the multilingual video. The left-most frame of Fig. 6, which contains
at least 11 different kinds of languages, is a good example to prove it.
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Fig. 6. Final Results After the Refinement.

3 Experimental Results

There is no standard public benchmark dataset specialized for caption detec-
tion [2, 6], so a variety of video frames are selected for the performance com-
parison experiments. Most of frames are from the VideoData subset of public
dataset—Research Asia Multimedia 1.0 (MSRA-MM 1.0) [14], and the rest are
collected from the various kinds of videos. Our dataset contains news, movies,
cartoons, sports programs, etc. The languages are multilingual, including 319
Chinese Character frames (like Chinese and Japanese, called Chinese for short),
321 Latin Alphabet frames (like English and French, called Latin for short), 307
mixed language frames and 200 nontext frames. The amount of frames is 1147.

The comparison experiments are implemented with two existing methods,
one is Laplacian Filter based method [6], the other is Harris based method [9].
Our proposed approach has two different applications, one is Phase K-means,
the other is Phase OTSU. The parameter “dist” used in Phase K-means is 0.35.
For a better comparison, all the four methods use the same caption refinement
method mentioned in Section 2.2. And the Table 1 details the range of the four
text region shape features.

Table 1. Range of Four Text Region Shape Features

Feature Ra Rs |Ro| Re

Range ≥ 50 ≥ 0.5 [0◦, 15◦]‖[75◦, 90◦] ≥ 1.5

The block level performance measurements [6] are used in comparison exper-
iments, and the following categories are definitions of the detected block,

• Actual Text Blocks (ATB): The number of true text blocks (count manually);
• Truly Detected Block (TDB): A block that contains at least one character;
• Falsely Detected Block (FDB): A block that does not contain any character;
• Text Block with Missing Data (MDB): A block that misses more than 20%

of a text line.

The performance measurements are defined as follows,
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• Recall (R) = TDB / ATB;
• Precision (P) = TDB / (TDB+FDB);
• F-measure (F) = 2*P*R / (P+R);
• Misdetection Rate (MDR) = MDB / TDB.

3.1 Experiment on Caption Detection Performance

Fig. 7 shows the performance of the four methods on the each subsets. In the
three texts-exist subsets, for the recall, both of our proposed phase-based meth-
ods are higher than the other two existing methods. Phase OTSU has the highest
recall in Chinese Subset. Phase K-means has the highest recall in both Latin and
Mixed Language Subset. For the precision, the two proposed methods rank the
second and the third, but the gap with the highest Laplacian Filter is slight.
For the F-measure, the two proposed methods are both higher than the other
two existing methods. And Phase K-means has the highest F-measure in both
Chinese and Latin Subset. Phase OTSU has the highest F-measure in Mixed
Language Subset. For the MDR, Phase K-means is the lowest in all three texts-
exist subsets. And Phase OTSU ranks the second. Fig. 8 shows some results of
the four methods on the three texts-exist subsets respectively.

Fig. 7. Experimental Results on Each Subset.

For performance on the nontext subset, misclassified frame means mistaking
the nontext frame as the texts-exist frame. Among the four methods, the Harris
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Fig. 8. Example of Comparison Experiments on three Texts-exist Subsets. (a) input
frames, (b) Laplacian Filter [6], (c) Harris [9], (d) Phase K-means, (e) Phase OTSU.
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has the lowest misclassified frame rate and FDB. The Phase K-means ranks the
second, that’s because Phase K-means has a parameter “dist” to measures the
distance between the centers of text and nontext clusters. And this parameter
can identify whether the text contains or not.

Fig. 9. Experimental Results on the Whole Dataset (1147 frames).

Fig. 9 shows the performance of the four methods on the whole dataset.
The proposed Phase K-means gives the best comprehensive performance (F-
measure) and the lowest MDR. Fig. 10 shows some other results of the two
proposed approaches on the whole dataset.

3.2 Experiment on Time Cost

The CPU of the test computer is Intel Core i5-2400, 3.10GHz, and the RAM
is 2GB, 1333MHz. All the four methods are programming in Matlab code. Ta-
ble 2 shows the average time cost. The Harris and proposed Phase OTSU are
apparently faster than the other two K-means using methods (Laplacian Filter
and Phase K-means), and the Phase OTSU is a little slower than the Harris
method, but not obvious. The two K-means using methods are slow because K-
means is a relatively time-consuming method. And our proposed Phase K-means
is a little faster than the existing Laplacian Filter.

Table 2. Average Time Cost

Method Time Cost (second)

Laplacian Filter [6] 0.2769
Harris [9] 0.0625

Phase K-means 0.2511
Phase OTSU 0.0651
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Fig. 10. Some Results of the two Proposed Approaches. (a) input frames, (b) Phase K-
means, (c) Phase OTSU.

4 Conclusion and Future Works

In this paper, a novel phase-based caption detection approach is proposed. In
the detection step, the candidate caption regions are extracted from the caption
saliency map mainly generated by phase-only Fourier synthesis. In the refinement
step, the nontext regions are refined by four shape features. The comparison
experimental results with two existing methods have verified the effectiveness
and efficiency of our proposed approach. Furthermore, our approach is language-
independent, and can be applied in the multilingual videos.

Our proposed approach has two different applications, one is Phase K-means,
the other is Phase OTSU. Phase K-means offers a better comprehensive perfor-
mance (F-measure), and a lower misclassified frame rate in the nontext frames.
However, Phase OTSU offers a faster speed, and be suitable for captioned video
frames, like news and sports programs.

In the future, the proposed phase-based method can be extended on moving
caption detection or on document image analysis.
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